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Abstract
The space of distributions and the space of solutions are equally important in the original 
formulation of the general learning problem. However, most subsequent research on the 
generalization of learning problems has focused on the complexity of the solution space, 
while allowing the distribution space to be arbitrarily complicated. In the auction problem, 
the bidders' value distributions are independent (otherwise Myerson's auction is no 
longer optimal in the first place). Is the optimal sample complexity of auctions 
determined by the complexity/simplicity of the distribution space rather than the 
solution space?
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The last part of this lecture series will introduce two new techniques to answer the above 
question affirmatively. We will show that product distributions over finite supports are 
learnable using polynomially many samples, and we will characterize the tight sample 
complexity for learning them with respect to standard metrics for distributions. Next, we 
will introduce the concept of strong revenue monotonicity of auctions, which naturally 
suggests a new notion of "distance" between value distributions tailored for the auction 
problem. Finally, we will explain how to use the new techniques to determine the sample 
complexity of all single-parameter auctions and outline how they yield tight or state-of-
the-art sample complexity for multi-parameter auctions, optimal stopping problems, etc.


